BMS INSTITUTE OF TECHNOLOGY & MANAGEMENT,

BENGALURU

Department of Artificial Intelligence and Machine Learning

Students Achievements:

Paper Publication:

SI.No Students Name Title of the Paper Published
1 Lahari Bale
2 Suhas Jain A NOVEL APPROACH IN CREDIT CARD FRAUD DETECTION SYSTEM USING
3 Pranavi K MACHINE LEARNING TECHNIQUES
4 S. Gowtham

Text Detection and Language Identification on Natural Scene Images using
Faster R-CNN




2021 Inemational Confisrence on Farensics, Analytics, Big Dada, Sscurity (FABS) | 978 1-0654-2005- 1721785 100 22021 1EEE | DOL 101108 FABSS2071 20219702672

A NOVEL APPROACH IN CREDIT CARD
FRAUD DETECTION SYSTEM USING
MACHINE LEARNING TECHNIQUES

Suhas Jain G. M.', N. Rakesh’, Pranavi K, Lahari Bale®
123 Diepartrnent of Artificial Intelligence and Machine Leaming
BMS Institate of Technology and Management
Bengaluru, Kamataka.
1 1by] 9ai0 6@ bmsit.in' n_rakesh@bmsitin®, 1by19ai2S@Ebmsitin’, 1by 1 92i0268@bmsit.in® }

Abstract: With the rapid expansion of daily life. the use of
credit cards for online purchases is steadily increasing amd
credit card frand is on the rise. Nowadays, in the social
distancing environment, due to covid-1, %online shopping has
become important. Credit card credentials are vsed to make
online pavments, and then deduct money which does not
involve any contact and makes peaple’s life difficult. Because
of this, finding the most effective method of detecting scams in
online systems is essential. To prevent customers from being
charged for goods they have not purchased, eredit card
companies must be able to identifv fraodulent credit card
transactions. Therefore, there are several theories either
completed or proceeding to detect these kinds of frauds. This
study is an approach to identify non-legitimate transactions
using semi-supervised machine learning modelks by explaining
how to deal with imbalanced datasets, using a wide variety of
maodels to better nnderstand which ones work better.

Keywords—Duata Science. Semi-Supervised Classification,
Credit Card Fraud.

L INTRODUCTION

Recently, online purchases using credit cards  have
increased drastically, people are not generally aware of a
probable fraudulent transaction that could happen to them.
Credit card security 15 determined by the card’s physical
characteristics and the privacy of the card number As a
result of globalization and the growth of Internet-based
commerce, worldwide credit card purchases have increased.
In addition to the rapid increase m credit card purchases,
another important factor contributing to the increase in fraud
15 credit card fraud. The term credit card fraud is a broad
term to refer to theft and fraud committed as a source of
fraudulent funding in a particular interaction using a credit
card. Theft and fraud are committed in a given transaction
using a payment card as a fraudulent source of funds. A vast
range of methods to conduct theft are used by Credit Card
Fraudsters. To successfully combat credit card fraud, it s
important to have a basic understanding of the process of
detecting credit card fraud. Due to numerous credit card
fraud momitonng and avoidance mechanisms, credit card
fraud has stabilized a lot over the years. However
cardholders use fake transactions to scam bank cash.
External card fraud., on the other hand, 1= primanly
expressed in the use ofstolen fraudulent, stolen credit cards
to consume or obtain cash in concealed ways, such as
buying valuable, limited amounts of products or items that
are casy to sell in cash. This project will specifically explore

&analyze the development of a machine leaming-based
fraud detection system.

IL OBSERVATION

Fraud detection by MasterCard = a serous drawback
according to  Bhattacharyvan  observed studies. the
utilization of information mining approaches for detecting
credit card fraud s comparatively low, most likely due to a
lack of readily available information [1]. By using authonty
and mobility to simulate synthetic data, they can remove
customer privacy and security restrictions associated with
real data when financial fraud is detected. To do this,
researchers and the general public need to create a simple
set of synthetic financial data. [2].The current systems used
across the business sector are used to detect fraud
different ways.Each system detects fraud differently. Using
the application, most users agree that the overall system has
proved to be effective and meaningful for fraud detection
[3] Most secunity weaknesses were attnbuted to credit card
fraud. In this study, we have explored different solutions to
the same problems and identified customers and fraud. [4].
Ashen et al investigated the effectiveness of the credit card
fraud detection model. The authors propose three methods
of classification, namely decision trees, neural networks,
and logistic regression. Logistic regression and mneural
networks performed really well while compared to decision
tree [5].Y.Sahin, E. Duman{201 1) Excerpts from studies
using artificial neural networks and regression classification
explain that ANMN classifiers perform better than LR
classifiers m problem solving. In this scenano, the
distribution of training datasets is biased, and the
effectivencss of all models 15 reduced in captuning
fraudulent transactions [6]. Known as unsupervised
classification methods, these methods help detect anomalous
behavior within a system and uncover transactions that may

be fraudulent [T]-{&].
.  PROPOSED METHODOLOGY

In credit card transactions, vanous fraudulent  activity
detections have been implemented so far. We use different
techniques. In September 2013, European cardholders made
over 2,84 000 credit card transactions using the dataset we
are using. In this dataset, fravds make up 0.172% of all
transactions, an extremely unbalanced number. The mput
variables are all numeric and the result of a PCA
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transformation. We will use vanous techmiques to find
fraudulent behavior intransactions.

A Data Visualization:

We will use some data visualization tools in our method to
gel some insights about our dataset. We have used
matplothib and seaborn for this purpose.

Fig. 1. Dats Destributson

Tl st
b B | £

Fig.2.Data distnbuton

By seeing these two distribution diagrams we can say that
our dataset i1s highly imbalanced. We have a very high
number of non-fraudulent transactions whereas fraudulent
transactions are just countable such that we cannot even see
the distnbution in the diagrams.
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Fag 3. Comrelation Matmx

B. Diaia Preprocessing:
aj Distmbution: The dataset consists of 2 84,807 credit card

transactions, out of which only 492 transactions are
fraudulent. Cur dataset then has a significantly skewed
distribution. We will randomly select 492 transactions out of
fraud transactions mm order to have a 50:50 ratio n our
dataset.
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Fig 4. Dats Distrbubion

Above we have drawn the graphs for the distnbution of
Transaction Amount and Transaction Time classes.

b) Anomaly detection:zIn order to avoid overfitting we
need to remove all the outliers in our dataset. We will
use anomaly detection techmques for removing outliers.
Once we have all the classes that are highly correlated with
the dependent variable, we will remove the extreme outliers.
Here are some of the features before removing outliers and
after removing outliers. We will draw the positively
correlaied classes using Boxplot.
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Fig 5. Boxplot of posiively relabed classes
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We will draw the boxolot for nezativelv related classes just
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Fig 6_Bogphot of negatively related classes
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Then plot the distribution of all highly correlated values.
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Fig 7. Dhstnibution of Positively Comelaled Classes
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Fig 8. Dmstnbution of Positively Correlated Classes

We will then decide the threshold for Anomaly Detection
based on the distributions of these classes. We will visualize

outliers removal.

Fig.9. Distmbubion afler anomaly detecton

¢} Dimensionality reduction: The dataset consists of more
than 3100 input variables. Datasets with many variables will
be reduced using dimensionality reduction techniques. We
will perform dimensionality reduction so as to capture its
essence for our data. Using PCAG-SME, Truncated SWD
techmiques for dimensionality reduction and we will select
one method at the end. Below are the results.
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Fig 10. Visualization after dimensionality reduction

Wehave further used.a) Logistic Regression: Additionally,
We used a classification algorithm, Lomstic Regression,
which is an algonthm for predicting binary values (1 /0,
Yes / Mo, False / True) from a set of mdependent vanables.
Predicts the probability of an event cccurmng as a function
of a dependent vanable when the resulting vanable is
categorical. Your logistic regression then becomes a lincar

TEgTession.

by XGBoost: Gradient boosted irees can also be
implemented with XGBoost. It's an open-source program
that's popular and efficient. Gradient boosting Combine
estimates from a set of simpler and weaker models in an
attempt to accurately predict target variables. The pradient
boosted trees algonthm 15 implemented by the open-source
software XGBoost. The supervised learming  algorithm
combines the Controlled leaming algonthms  include
estimating arrays of weaker and simpler models o predict
target variables with higher accuracy. A regression tree is
usually used as a weak leamer in gradient boosting, and a
regression treemaps its input data to the leal contaiming the
continuous score. By combining a convex loss function
{predicting the target output in terms of the predicted
output) with a penalty term for model complexity, XGBoost
minimizes a regularized (L1 and L2) objective function. In
cach iteration of training, additional trees are added that
predict the remnants of the previous tree. These new trees
are then combined with the previous tree to make the final
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prediction. Gradient boosting reduces losses when adding a
new model by using a gradient descent algonthm.

IV. RESULTS

Metrics for performance: A confusion matnx serves as a
basic measure for performance The confusion matrx
consists of two by two matrix tables with four outcomes
produced by the binary classifier. The confusion matrix
provides a wvariety of measures including  sensitivity,
specificity, accuracy, and error rate. The accuracy of the
prediction is calculated as the sum of two cormect predictions
(P+0)) divided by the total number of datasets
(R+5). Essentially, it is { |-error mte).

A=P+QR+S (L)
Where,
A=Accuracy
=True Positives
Q=True Megatives
R=False Positives
S=false Megatives

We will find the ROC score and cross-validation score for
both models in order to vabdate the model.

TABLE 1. OCROSS-VALIDATIONSCORE V5 ROC_ALC

Logistic Regression N Boosi
Cross ¥ alidation 16 09376
SCOTE
ROC_ALC Scwre 50 09355

And the results for both Logistic regression and XGBoost

models are represemted below using a confusion matrix.
Confusion Matrix
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Fig 11. Result of Logastic Regression
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Fig 12. Result of XGBoost

We have got pretty much the same accuracy from both
models. Both of the classification models have performed
well, we have very few false positives and false negatives
false positives must be reduced as much as possible.
Logistic regression has an accuracy score of 93,65, while
XGBoost has an accuracy score of 93.12. XGBoost appears
to be more accurate than Logistic Regression based on these
resulis.

V. CONCLUSION

Credit card fraud 15 dishonest. Machine leaming can help
improve fraud detection results in conjunction with the
logistic regression algorithm, xgboost. While we have used
only 984 transactions out of 2 84 (0, we have lost a lot of
information.On the whole dataset, one can try implementing
one method . Another drawback 1s that we cannot determmine
the names of fraud and non-fraud transactions for the given
dataset using machine leaming. The project can be further
developed by finding a way to address this issue using
various methods.
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